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Abstract

The boundary condition at the solid surface is one of the important problems for the microfluidics. In this paper we study the effects of
the channel sizes on the boundary conditions (BC), using the hybrid computation scheme adjoining the molecular dynamics (MD) sim-
ulations and the continuum fluid mechanics. We could reproduce the three types of boundary conditions (slip, no-slip and locking) over
the multiscale channel sizes. The slip lengths are found to be mainly dependent on the interfacial parameters with the fixed apparent shear
rate. The channel size has little effects on the slip lengths if the size is above a critical value within a couple of tens of molecular diameters.
We explore the liquid particle distributions nearest the solid walls and found that the slip boundary condition always corresponds to the
uniform liquid particle distributions parallel to the solid walls, while the no-slip or locking boundary conditions correspond to the
ordered liquid structures close to the solid walls.

The slip, no-slip and locking interfacial parameters yield the positive, zero and negative slip lengths respectively. The three types of
boundary conditions existing in “‘microscale” still occur in “macroscale”. However, the slip lengths weakly dependent on the channel
sizes yield the real shear rates and the slip velocity relative to the solid wall traveling speed approaching those with the no-slip boundary
condition when the channel size is larger than thousands of liquid molecular diameters for all of the three types of interfacial parameters,

leading to the quasi-no-slip boundary conditions.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

The boundary condition is one of the important basic
problems in fluid flow and heat transfer. The widely used
no-slip boundary condition indicates that the liquid parti-
cles adjacent to the solid walls are stationary relative to
the solid when liquid flows over a solid surface. People
use the no-slip boundary condition to reproduce many
macroscopic experiments for hundreds of years. However,
it is being received challenge when the channel size is down
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to micron and nanometer, with the fast development of the
microfluidic and nanofluidic devices in recent years. The
mechanism by which liquids transport mass, momentum
and energy should be different from that for gases [1].
Applying shear stress across the channels yields the motion
of the liquid particles with relative layers. The dense nature
of liquids precludes the use of kinetic theory of gases [1].
The present paper focuses on the analysis of liquid flows
in microchannels.

Even though numerous studies on the boundary condi-
tions in small scales can be found in literatures, the general
conclusions are far to reach at this stage. The slip lengths
are reported to be varied from 20 nm to 1 pm [2]. A lot
of factors influence the boundary conditions in small
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Nomenclature

1 non-dimensional parameter, ¢; = p,,/p

¢y non-dimensional parameter, ¢ = &yr/¢

C3 non-dimensional parameter, ¢3 = ayr/0

E square root error between the MD simulations
and the hybrid computations

Fo external force on the top surface of the P do-
main received from z > L.,

Fy intermolecular force between a pair of liquid
atoms

Fy, intermolecular force between a pair of liquid
and solid atoms

kg Boltzmann’s constant

L length of a unit lattice cell

L,, L, lengths of the computational ensemble of the

Couette flow in x and y coordinates
L. half channel height of the Couette flow geo-
metry
distance between the bottom solid wall and the
top surface of the P domain
L slip length
L, distance between the bottom solid wall and the
center plane of the p — ¢ layer

m mass of a single liquid argon atom

n the number of data points

N liquid atom number in the P domain

Ny liquid atom number in the ¢ — p layer

Ny solid wall atoms involved in the MD computa-
tion

PR spatial distribution of liquid argon atoms near-
est the solid wall

r distance between a pair of atoms

X, y, z three coordinates

t time

Ts bulk liquid temperature

u axial velocity

Ug liquid velocity on the solid wall surface

uh® axial velocity by the hybrid computations for
the ith data point

uMP axial velocity by the MD simulations for the ith
data point

u,—.  axial velocity at z = L, decided by the parame-
ter averaging

U slip velocity, us = uy — ur

Uy solid wall traveling velocity

& energy scale between a pair of liquid argon
atoms

Ewf energy scale between a pair of argon and solid
atoms

¢ potential

Va apparent shear rate, y, = uy /L,

Ve real shear rate determined by the slope line of
the velocity profile at z= L.

n Gaussian distributed random force with zero
mean and variance of 2mkgTgIl’

A the criterion number governing the boundary
conditions, 4 = ci/ 3C3

u viscosity

0 argon atom number per unit volume

DPw solid atom number per unit volume

1 length scale between a pair of liquid atoms

Owf length scale between a pair of liquid and solid
atoms

T characteristic time of argon atom

T shear stress over the xy plane

Ax, Ay grid lengths over a single unit lattice cell in x and
y directions

At time step for the MD simulations

Az a single bin thickness in z direction

Az, the thickness of the ¢ — p layer

Az, the thickness of the p — ¢ layer

r friction constant that controls the rate of heat
exchange between the fluids and reservoir

scales, including the solid-liquid interactions [3-5], the sur-
face wettability [6-9], the surface roughness [10-12], the
nucleation of nanobubbles on the solid surface [13-15]
and the system temperatures [16], etc.

The widely used MD simulation is an effective tool to
study the boundary condition in nanoscale [3,4,8,11,17-
20]. It is well known that the MD simulations cost a large
quantity of computation resource, which significantly lim-
its the channel size that can be dealt with. Most of the
above cited numerical works are performed for the channel
size in the order of 10 nm.

Alternatively, the slip lengths and the velocity profiles in
small scales can be determined by the experimental mea-
surements. The newly fast development of the micro-parti-
cle-image velocimetry (p-PIV) is available for such
measurements [7]. However, the characteristic size of the

microchannels should be at least 10 um for the experimen-
tal measurements at this stage.

Thus a large gap exists for the channel characteristic
sizes that can be treated between the MD simulations
and the experimental measurements. Less is known on
the size dependent slip lengths in the public literatures.
The questions are those at what size does the slip boundary
condition begins to occur and how to distinguish the
“micro” and “macro” from the physics point of view? This
is the motivation of the present paper.

We consider the Couette flow sheared by the two solid
walls, which are traveling at constant speed in opposite
directions. The slip lengths and the macroscopic velocity
profiles are determined by the hybrid computation scheme,
which divides the computation domain into a molecular
dynamics domain (the P domain), a continuum fluid



J. Xu, Y. Lil International Journal of Heat and Mass Transfer 50 (2007) 2571-2581 2573

mechanics domain (the C domain) and an overlap domain.
The important solid-liquid surface interactions were con-
sidered in the P domain. Using such a tool we can repro-
duce the three types of boundary conditions with the
channel height from nanometer to micron by seclecting
the interfacial parameters based on our newly developed
three-atom-model and the criterion number [5]. We found
that the slip lengths are weakly dependent on the channel
sizes when the sizes are above a critical value within a cou-
ple of tens of molecular diameters. We explore the liquid
particle distributions nearest the solid walls and found that
there is a strong connection among the interfacial parame-
ters, the slip lengths and the liquid particle distributions
close to the solid walls.

Finally we describe the important deductions from the
weakly dependent slip length over the channel sizes. The
real shear rates and the slip velocity relative to the solid
wall traveling speed approach those with the no-slip
boundary conditions when the channel characteristic sizes
are larger than thousands of liquid molecular diameters.
To the authors’ knowledge, the channel size dependent
boundary conditions were not reported previously.

2. The Couette flow geometry and domain decomposition

Before we describe the hybrid computation scheme, we
give the assumptions that were made for the Couette flow.

e The liquid argon (pa® = 0.805) with the well-known
Lennard-Jones potential is used.

e The two solid walls are smooth and the solid atoms are
arranged based on the face-central-cubic (fcc) structure.
They are traveling at constant speed in opposite direc-
tions, in between the liquid argon is filled.

e The intermolecular force interactions are not only con-
sidered among liquid argon particles, but also between
the argon and the solid atoms. The solid-liquid interac-
tions have the similar potentials as those among the
liquid particles, leading to three interfacial parameters
given later.

e The present study fixes the non-dimensional apparent
shear rate of y,7 = 0.05, y, and 7 are the apparent shear
rate and the characteristic time of the argon. The previ-
ous studies [16,21] shows that the apparent shear rates
do not affect the boundary conditions if they are less
than a critical value. y,t = 0.05 is less than such critical
transition value.

The non-dimensional shear rates of 7,7 in the literatures
[16,21] are usually in the range from 0.01 to 0.1. Consider-
ing T =2.16 x 107'?s, the above range corresponds to the
shear rates of 7, in the range from 4.63 x 10° s~! to 4.63x
108 s!. The present paper uses y,7 = 0.05, corresponding
to 7, = 2.31 x 10% s,

Due to the exact geometry symmetry of the Couette
flow, Fig. 1 only shows one half of the computation
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Fig. 1. The Couette flow geometry and the domain decomposition.

domain below the central plane. The three-dimensional
coordinates are attached.

The domain decomposition is needed for the hybrid
computation. Three sub-domains were created: the molec-
ular dynamics domain (P domain, 0 <z < L., = 17.85¢),
the C domain (L, =7.79¢ <z < L,), and the coupling
domain (L, <z < Lg). There are two thin liquid layers
for the exchange fluxes of mass, momentum and energy,
between the two classical computations: p — ¢ and ¢ - p
layers. The p — ¢ layer has the thickness of Az, equals
to a bin thickness for the parameter averaging in the MD
computations. The thickness of the ¢ — p layer equals to
Az, =2.50. L, and L, are 10.22¢ over the entire computa-
tion domain.

3. The hybrid computational scheme for the Couette flow

The hybrid computation scheme is being developed to
link the atomic scale and the macroscale in recent years.
Several research groups [22-24] are developing the hybrid
method. The literature survey can be found in Koumoutas-
kos [24]. The scheme employs the MD close to the walls
where the molecular effects are important. Theoretically
only a very thin layered fluid which has the thickness larger
than several times of the cut-off distance of 2.5¢ needs to be
considered due to the short range intermolecular force
behavior among particles. The reminder region was treated
by the continuum fluid mechanics. An overlap region is set



2574 J. Xu, Y. Lil International Journal of Heat and Mass Transfer 50 (2007) 2571-2581

in which both the MD and the continuum fluid mechanics
are considered. The mass, momentum and energy
exchanges take place there. A general consideration of
the mass, momentum and energy exchanges was analyzed
by Delgado-Buscalioni and Coveney [23]. The primary
advantage of the hybrid computation is to reduce the com-
putation time for a large molecular number system.
Besides, the method could significantly extend the compu-
tation domain that the pure MD simulations cannot deal
with.

3.1. Molecular dynamics simulation

The MD simulation was performed in the P domain
regarding Fig. 1, involving the treatment of the solid wall
atoms and the liquid particles. Outside of the Couette flow
geometry the periodic boundary conditions are applied in x
and y coordinates, but the periodic boundary condition
does not exist in z direction.

Several layers of the bottom solid wall atoms are
involved in the MD simulation. These solid atoms are
selected based on the criterion that the distance between
the liquid atoms at the solid-liquid surface and the solid
atoms of the outer solid layer should be at least
2.50. = 2.5¢30.

Applying the Newton’s second law, the acceleration of
the argon atom i is expressed as

dZI—; N . Ny .
maz= 2 Fut 2 F, 1)
A= =

Note that the first term of the right side of Eq. (1) repre-
sents the intermolecular force among liquid particles, and
the second term of the right side of Eq. (1) is the intermo-
lecular force between the liquid atom i and the solid
particles.

Because the P domain ends at z = L,,, Eq. (1) is only
suitable for 0 <z < L, — Az,. Actually ¢ — p layer is the
top boundary of the P domain. When the Newton’s second
law is applied in the ¢ — p layer, an additional external
force from z > L., should be included. Besides, the bottom
solid wall is quite far away from the ¢ — p layer, the inter-
molecular force between the liquid atom in the ¢ — p layer
and the solid particles can be neglected. Thus the Newton’s
second law is written for the liquid particle in the ¢ — p
layer as

a7
mag = > Fy+Fet/Nep (2)
=1

Fex is the total external force from z > L., and N, is the
liquid atom number in the ¢ — p layer. The determination
of Fg will be given later.

The solid particles are arranged as the fcc structure dur-
ing the whole computation process. Thus the solid temper-
atures are assumed to be zero. Such treatment is similar to
those used in the previous studies [3-5,17,21]. At the begin-

ning of the MD simulation, the initial conditions are given
for the liquid particle positions, velocities and high order
derivatives. The liquid positions are also based on the fcc
structure. However, the liquid particles will significantly
deviate from the fcc structure after the MD simulation
was performed. The random initial velocities of the liquid
atoms are assumed, but scaled using the liquid temperature
of Ty = 1.2¢/kg. The initial liquid accelerations are deter-
mined in terms of the positions of r(0) by computing the
force on each liquid particle and applying the Newton’s
second law. The initial zero of high order derivatives will
be updated following the MD simulations.

At each time step, the fifth-order Gear finite-difference
algorithm was used to acquire the numerical results, con-
sisting of the predict step and the correction step. The char-
acteristic time of argon is t = (mo?/¢)". The time step is
chosen in the range of Ar=0.005-0.00057, depending on
the BCs. For the no-slip or locking BCs, At =0.0057 is
small enough. For the slip BCs, a more shorter time step
is needed.

Shearing the liquids by the two solid walls leads to the
viscous dissipation which warms up the liquid system. In
order to maintain the liquid temperature as the desired
value, we introduce the damping and Langevin noise terms
in v,. Such technique is similar to that used by Thompson
and Troian [17]. The resulting equation in y coordinate
becomes

N Ny
myl = Z Fij.y —+ ZF[/'WJ’ — mry, =+ ﬁ[ (3)

JF#L=1 Jw=1

where I is a friction constant that controls the rate of heat
exchange with the thermal bath reservoir. 7 is a Gaussian
distributed random force with zero mean and variance of
2mkgTgI’. The third and fourth terms of the right side of
Eq. (3) are the damping and noise terms respectively. Be-
cause the y component is perpendicular to the shear plane,
using the damping and noise terms in the y component can
successfully remove the heat produced by the viscous heat
dissipation.

The important macroscopic parameters include the
velocities, temperatures and non-dimensional number den-
sities. These parameters are stable after the initial time
elapsed, such as 150t. In order to acquire the macroscopic
parameters, a set of bins are divided in the P domain,
which are parallel to the xy plane. Each liquid bin has
the thickness of Az = 0.425¢. The numerical integrations
were performed for these bins, yielding the velocity profile
across the P domain.

We compute the spatial distribution PR(x,y) of liquid
atoms parallel to the xy plane for the first, second and third
bins nearest the solid walls. In each liquid bin, a set of lat-
tice cells in the xy plane are divided. The four corners and
the center of the lattice cell exactly match the positions of
the corresponding solid wall atoms in the xy plane. The
next step is to divide the single unit lattice cell into a set
of grids on the xy plane. Totally there are 24 x 24 grids
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divided for a single unit lattice cell, with each grid of
Ax = Ay = L/24, in which L is the length of a single unit
lattice cell. The liquid atoms that fall into each grid are
counted. Such counting process was performed over 1507t
after the initial 1507 elapsed.

3.2. The hybrid computation scheme

The hybrid scheme links the MD simulations with the
continuum fluid mechanics. The most important procedure
is to deal with the mass, momentum and energy exchanges
in the ¢ —» p and p — ¢ layers (see Fig. 1).

The p — ¢ coupling: Regarding Fig. 1, remember that the
center plane of the Couette flow has the zero mean axial
velocity due to the geometry symmetry. The continuum
fluid mechanics simulation in the C domain needs a bound-
ary condition of the mean axial velocity at z = L., which is
coming from the p — ¢ coupling. Assuming that we have
the mean axial velocity u,_. at z= L, which is derived
from the parameter averaging based on the MD simula-
tions, the linear velocity profiles over the C domain can
be written as follows:

(2 - L) (4)

Note that the linear velocity profile in the C domain is
ensured because the interface at z =L, is so “far” that
the solid wall particles have no effect on the liquid atoms
in the C domain.

The ¢ — p coupling: The MD simulations treated the
bottom boundary by computing the intermolecular force
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interactions between the liquid and solid atoms. We note
that the MD simulations lack another boundary condition
at z = L.,, which can be from the ¢ — p coupling.

Giving Eq. (4), the shear stress at the interface of z = L.,
can be derived as

Ou Upc
T = _— Y — 5
T T ML L )
The total shear force at the interface of z =L, is
Fou = taly = ~up 25 L1, ©)

Lz - ch

Regarding the liquid argon, the previous studies [17,21]
show that the viscosity u follows u/eta* = 2.0. We assume
that such external force is applied uniformly on each liquid
atom within the layer of ¢ — p, thus Fey/N,, is the external
force term in Eq. (2), yielding the closure relation for the
MD simulation over the entire P domain.

An important issue is that the liquid atoms inside the P
domain can escape out of the P domain from the interface
of z = L, leading to the decreased number densities in the
P domain. An effective method to keep the constant or
quasi-constant liquid particle numbers is to insert the
corresponding liquid atoms in the P domain, which is
described in Delgado-Buscalioni and Coveney [25].

3.3. The iterative procedure of the hybrid computation
scheme

Fig. 2 shows the iterative process of the hybrid compu-
tation scheme. For most of the runs, the entire integration

Y

Statistical analysis for

the n-1 step \

F (n-2)

ext

- n-1 n-1
n-1 "_—3 uéac) = Fe(xl )

u"), = F\) (end)

P>

Fig. 2. The iterative process of the hybrid computation scheme.
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time is 3007. Each newly updated macroscopic parameters,
such as velocities, temperatures and liquid number densi-
ties, are averaged over 100t for each iterative step, indi-
cated by the white rectangular frame. There are two
systems involved in the iterative process. The first one is
the MD simulation versus time, represented by the dashed
line with array. The second system shows the parameter
averaging process, followed by the momentum exchanges
in the p - ¢ and ¢ — p layers. They were performed at
the end of each rectangular frame. The newly obtained
external force applied in the ¢ — p layer forms the updated
boundary condition so that the MD simulation can be suc-
cessively continued.

Initially at #=0, most of the initial conditions and
boundary conditions are described for the P domain above
except the ¢ — p layer. Because at this time the macro-
scopic flow field was not established, we assume the no-slip
BC at the bottom solid-liquid surface, leading to the linear
mean axial velocity profile against the half channel height
from u,, at z=0 to u=0 at z= L., in terms of which,
the external force applied in the ¢ — p region from
2> Ly is

FO = juyLL,/L. (7)

Eq. (7) is used as the top BC for the MD simulations until
at t =200r.

The first macroscopic parameters are averaged from
100t to 2007, leading to «!) . With the newly updated

p—c’
mean axial velocity of ué,llc, the external force Fg()l is
obtained over the ¢ — p layer using Eqs. (4)—(6), forming
the updated top boundary condition for the MD simula-
tion over the entire P domain.

For the general consideration, the ith iterative step
moves forward 0.057 succeeded from the (i — 1)th iterative
step. The macroscopic parameters are averaged over the
time span from [100 + (i — 1) x 0.05]z to [200 + (i — 1)x
0.05]z, yielding u;’i(,. The momentum exchange in the
p — ¢ and ¢ — p layers by Egs. (4)—(6) finally results in
Fg?l, forming the new top boundary condition for the
MD simulation in the entire C domain.

The iterative process repeats until at the end of 300z.
The integration time is verified so that the macroscopic
parameters did not change at all with further increasing
the integration time.

4. Results and discussion
4.1. Validation of the hybrid computation scheme

We note that in Egs. (1) and (2), F;; = —0¢,;/dr; and
Fy, = —0¢,; /0r;, . The well-known Lennard-Jones poten-

tial is used among the argon atoms: ¢, = 4¢ [(g)u - (%)]2} .
Besides, we use the similar potential between the argon and
solid atoms as that among argon atoms, but use &, and oy
to replace ¢ and o instead. At the solid interface, there are

three parameters involved in the force integration: the den-

sity ratio ¢; = p,,/p, the energy scale ratio ¢; = gy¢/¢, and
the length scale ratio ¢; = gy¢/0. In our previous study
[5], we developed a new non-dimensional criterion number
that governs the boundary conditions, A = c}/ 3¢5, based on
a newly developed three-atom-model. Thus the three gov-
erning interfacial parameters become two: A and c¢,. The
two microsystems would have the same boundary condi-
tions if they have the same two parameters. When A
approaches 0.757, the no-slip or locking boundary condi-
tions occur (depending on ¢,). However, if A deviates from
0.757, the slip flow occurs. Always, increasing ¢, yields the
decreased slip degree, or enhanced the locking degree.
Thus, we use three groups of the interfacial parameters in
the present paper

cp = 10, Cy = 02, Cc3 = 0.3
c| = 10, Cy = 10, C3 = 0.7 (8)
=10, =40, ¢=0.76

The above parameters correspond to

1=03, ¢=02
=07, ¢ =10 (9)
=076, ;=40

for the slip, no-slip and locking boundary conditions
respectively. Thus we name the above three groups of the
parameters as the slip, no-slip and locking interfacial
parameters, respectively.

The pure MD simulation results were used as the bench-
mark data to verify the hybrid computation scheme.
Because the MD simulation is limited by the channel size,
the entire channel height of the Couette flow geometry is
2L. = 51.8¢ for the MD simulation, with both top and bot-
tom solid walls considered. However, the hybrid computa-
tion scheme only needs to consider the half channel height
of 25.9¢0 due to the geometry symmetry at z = L.. Fig. 3
shows the comparisons of the velocity profile between the

1.04 | —®— MD modeling
—a— MD modeling
—e— hybrid modeling
—=— hybrid modeling

¢,=1.0,c,=4.0,c,=0.76

¢,=1.0,c,=1.0,¢c,=0.7

-1.01

0 10 20 30 40 50
z/o

Fig. 3. Comparisons of the velocity profiles between the hybrid compu-
tations and the pure MD simulations for the Couette flow with the no-slip
and locking boundary conditions.
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MD simulations and the hybrid computation for the
no-slip (¢; = 1.0,¢; = 1.0,¢3 = 0.7) and locking (¢; = 1.0,
¢y =4.0,¢; =0.76) interfacial parameters. As shown in
Fig. 3, the no-slip interfacial parameters cause the linear
velocity profile across the entire channel height by the
MD simulation, which is successfully reproduced by the
hybrid computation scheme. They coincide with each other
for the mean velocity profiles. For the locking BC, both
simulations show the curved velocity distribution near the
solid walls followed by a straight line distribution and they
coincide with each.

In order to identify their differences quantitatively, the
square root errors are acquired which is based on the
following computations:

S (s 2
i=1 2 MD
,

n

(10)

where 7 is the data points involved in the computations, u™
is the mean axial velocity by the hybrid computation simu-
lation and ¥MP is the mean axial velocity by the MD
simulations. A pair of u™ and ¥MP share the same z coor-
dinates. The square root errors are 2.45% and 2.70% for
the no-slip and locking boundary conditions respectively.

Due to the available computational resource, most of
previous MD simulations can only consider the channel
size in the order of 10 nm. This is why we develop the
hybrid computation scheme to study the channel size effect
on the boundary conditions in the present paper.

4.2. The slip lengths weakly dependent on the channel size
from nano to micron

Fig. 4 shows the mean axial velocity profile across the
half channel height for the slip and locking BC interfacial
parameters with L, = 800¢. The data points are only avail-
able in the P domain. The linear velocity distribution fol-
lowed by the P domain is predicted by Eq. (4). For the
slip interfacial parameter, a perfect linear velocity profile
is observed across the entire half channel height (see
Fig. 4a), with u,(m/¢)"” = 40.043 and u,(m/c)"> = 1.434.
For the locking BC, a curved velocity distribution is
observed close to the solid wall, followed by the linear dis-
tribution. The slope at z= L_ determined slip length is
Ly = —5.750. Compared with the previous studies by the
MD simulations at “small” length scale [3-5,17], “large”
channel size does not change the shape of the velocity pro-
file for both of the slip and locking BCs.

We plotted the slip lengths in Fig. 5 for the three inter-
facial parameters given in Eqs. (8) and (9) with L. from 5¢
to 30000, corresponding to 1.7 nm to 1.022 um. We found
that the slip lengths are slightly higher as the channel size
L. is less than 100 for the slip and locking interfacial
parameters. The previous studies such as Din and Michae-
lides [26] also show that the channel sizes have effect on the
slip lengths with small channel sizes. Under such condition
the liquid particles have the oscillation distributions near
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L =800c
-38
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Fig. 4. The mean velocity profiles across the half channel height with
L. = 8000.
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Fig. 5. The weakly dependent slip lengths versus the channel size for the
three typical interfacial parameters if L. > 10g.

the solid walls and inhomogeneities will appear in the fluid.
However, the slip lengths are very weakly dependent on the
channel size for all of the three interfacial parameters once
L. is larger than a couple of tens o.
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As shown in Fig. 5, a perfect zero slip length is obtained
for the no-slip interfacial parameter of 1 =0.7,¢, =1.0
with L. from nano to micron. Similarly, the slip interfacial
parameter of 2 =0.3,¢, = 0.2 induces the slip length of
29.7¢ = 10.12 nm and the locking interfacial parameter of
A=0.76,¢c, = 4.0 results in the slip length of —5.7¢ =
—1.94 nm when L, > 100.

4.3. Fluid structure parallel to walls
The channel sizes have little effect on the slip lengths

with the fixed interfacial parameters if L, > 10o. We found
that there is a strong connection between the interfacial

€  PRL.=28.304

9 PR,..=24.114
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parameters and the liquid particle distributions nearest
the solid walls.

We plot the PR distribution nearest the solid walls with
two different L. of 300 and 800¢ in Fig. 6. We did find that
the PR distribution is very similar for both of the two chan-
nel sizes for a specific group of interfacial parameter. The
slip interfacial parameter of A= 0.3,c, = 0.2 yields the
quasi-uniform PR distribution, corresponding to the slip
BC, for both of the two channel sizes (see Fig. 6a and b).
When 1 is increased to A =0.7 and ¢, = 1.0, the ordered
structure of the first liquid layer nearest the solid walls
begin to occur, displaying very similar distribution for
the two channel sizes (see Fig. 6¢ and d). With the critical

b PR...=0.687

Fig. 6. The comparison of the PR distribution with L, = 30¢ and L, = 800¢ (left column for L, =30¢ and right column for L, = 800g, (a, b)
A=03,c,=02,(c,d) 1=0.7,¢;, = 1.0, (e-h) 1 =0.76,¢c, = 4.0, (e, f) for the first layer, (g, h) for the second layer).
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criterion number of 2 =0.76 and higher ¢, of 4.0, the
extended fcc structure of the first and second liquid layers
nearest the solid walls occur (see Fig. 6e—h). We name this
phenomenon as the epitaxial order structure. The very sim-
ilar PR distributions of the liquid particles nearest the solid
walls yield the similar slip lengths with the varied channel
size. In other words, the channel sizes do not change the
liquid particle distributions nearest the solid walls, leading
to the slip lengths weakly dependent on the multiscale
channel size if L. > 100.

4.4. The slip velocity relative to the solid wall speed
and the real shear rate versus the channel size

It is noted that the slip length characterizes the bound-
ary conditions, physically. We identified that the slip
lengths are mainly relied on the interfacial parameters
but weakly dependent on the multichannel sizes if L. >
106. Now we analyze the boundary conditions from an
angle that is different from that of the slip length. We pres-
ent the ratio of the slip velocity on the solid surface to the
solid wall speed (us/uy), and the real shear rate (y,) versus
the channel size.

Generally the velocity profiles for the slip and locking
boundary conditions are shown in Fig. 7. The exact no-slip
boundary condition is a transition case from the slip flow

|
|
}/alE ‘%
| /B Tz
/

Fig. 7. The velocity triangles for the slip and locking boundary
conditions.

to the locking flow. The point O is on the solid surface
while the point A4 is on the centerline of the Couute flow
geometry. In Fig. 7a, the line OA is the assumed velocity
profile with the exact no-slip boundary condition, thus 7y,
is named as the apparent shear rate. The line 4B is the real
velocity profile. Thus “OAB” is named as the velocity tri-
angle. The slope line of the velocity profile at z = L_ deter-
mines the real shear rate of y,. Extension of the slope line at
z = L. with the z coordinate yields the D point. The slip
length L, is represented by DO. The slip velocity ug is
defined as the velocity difference between the solid wall
and the liquid on the surface, which can be represented
by OB.

Fig. 7b shows the velocity triangle for the locking BCs.
Again the line OA is the assumed velocity profile with the
exact no-slip BCs. The real velocity profile is OEA, consist-
ing of two parts, one is the curved part close to the solid
walls of OE, and the straight part of EA4. The slope line
at z= L. (the line AED) determines L, and us. It should
be noted that the liquids at the solid walls exactly reach
the traveling velocity of the solid walls, leading to the zero
slip velocity at the solid walls, physically, which is against
the slope line determined u;. But the slope line determined
us 1s an important parameter to characterize the flow devi-
ating from the classical solution with the no-slip BCs. Both
of L and u, are negative for the locking BCs.

Regarding Fig. 7, us, and y, have the following simple
expressions:

L.L;

= 4 11
us =7 (11)
L.

(12)

7, 18 the slope of the velocity profile at z = L., indicating the
real shear rate.

We plotted y,t and u;/u,, against L,/o for the three typ-
ical interfacial parameters in Fig. 8. The no-slip interfacial
parameter yields y, ~ y, and us ~ 0 with 5¢ < L, < 30000.
For the slip interfacial parameter of 1 = 0.3,¢, = 0.2, the
non-dimensional real shear rates of y,7 are smaller than
the non-dimensional apparent shear rate of y,7=0.05
but they are increased with increasing L.. Meanwhile the
slip velocity relative to the solid speed of us/u,, is decreased
with increasing L.. Both of y,7 and us/u,, approach those
for the no-slip solutions when L, > 10000.

The locking interfacial parameter of 4 = 0.76,c, = 4.0
yields the higher real shear rates than the apparent value
but they are decreased with increasing L.. The negative
us/uy, 1s increased with increasing L.. Similar to the Couette
flow for the slip interfacial parameter, y,7 and us/uy
approach those for the no-slip BCs when L, > 1000g.

The above finding provides us an important clue to
understand the boundary condition. Physically there is no
transition from “micro” to “macro”. The slip lengths are
mainly dependent on the interfacial parameters with little
effect of the channel sizes as long as L, > 10¢. Depending
on the interfacial parameters, the three types of boundary

Ve :Lz +L5 Ya
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Fig. 8. The real shear rates and slip velocities relative to the solid wall
speed versus the channel size by the hybrid computations.

conditions existing in “microscale” still occur in “macro-
scale”. This is the absoluteness of the boundary conditions.
However, the real shear rates and the slip velocity relative
to the solid wall speed approach those with the no-slip
boundary condition when the channel characteristic size
is larger than thousands of molecular diameters for all of
the three types of the interfacial parameters, leading to
the quasi-no-slip boundary conditions. This is the relativity
of the boundary conditions.

Again, we note that the above conclusion is valid with
the assumption of the smooth solid wall surface and the
fixed system temperature. Effects of these factors on the
boundary conditions over the multiscale channel sizes are
expected in the future.

5. Conclusions

The major conclusions that were drawn in the present
paper are summarized as follows:

e We developed the hybrid computation scheme for the
Couette flow to study the boundary conditions and
velocity profiles in the Couette flow geometries. We

select the three typical interfacial parameters: the slip,
no-slip and locking interfacial parameters to character-
ize the Couette flow.

e It is found that the slip lengths are mainly dependent on
the interfacial parameters, weakly dependent on the
channel size as long as such size is larger than a couple
of tens of molecular diameters. The slip, no-slip and
locking interfacial parameters yield the positive, zero
and negative slip lengths, respectively.

e There is a strong connection among the interfacial
parameters, the liquid particle distributions nearest the
solid walls and the slip lengths. The slip interfacial
parameters always cause the quasi-uniform liquid distri-
butions nearest the solid walls, leading to the slip flow.
When the criterion number approaches the critical value
of 0.747, the ordered liquid structure for the first liquid
layer begins to occur, corresponding to the zero slip
length. The locking interfacial parameters yield the
extended fcc liquid particle distributions for the first
and second layers nearest the solid walls, corresponding
to the negative slip length. The channel sizes have little
effect on this connection.

e Physically there is no any transition from “micro” to
“macro”. Depending on the interfacial parameters, the
three types of boundary conditions existing in ‘“‘micro-
scale” still occur in “macroscale”, indicated by the
weakly dependent slip lengths on the channel sizes. This
is the absoluteness of the boundary conditions. However,
the real shear rates and the slip velocity relative to the
solid wall speed approach those with the no-slip bound-
ary conditions when the channel size is larger than thou-
sands of liquid molecular diameters for all of the three
interfacial parameters, leading to the quasi-no-slip
boundary conditions. This is the relativity of the bound-
ary conditions.
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